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Abstract: A set of 44 Zinc-ligand bond-lengths and of 60 ligand-metal-ligand bond angles from 10 diverse

transition-metal complexes, representative of the coordination spheres of typical biological Zn systems, were used to

evaluate the performance of a total of 18 commonly available density functionals in geometry determination. Five

different basis sets were considered for each density functional, namely two all-electron basis sets (a double-zeta

and triple-zeta formulation) and three basis sets including popular types of effective-core potentials: Los Alamos,

Steven-Basch-Krauss, and Stuttgart-Dresden. The results show that there are presently several better alternatives to

the popular B3LYP density functional for the determination of Zn-ligand bond-lengths and angles. BB1K,

MPWB1K, MPW1K, B97-2 and TPSS are suggested as the strongest alternatives for this effect presently available

in most computational chemistry software packages. In addition, the results show that the use of effective-core

potentials (in particular Stuttgart-Dresden) has a very limited impact, in terms of accuracy, in the determination

of metal-ligand bond-lengths and angles in Zinc-complexes, and is a good and safe alternative to the use of an all-

electron basis set such as 6-31G(d) or 6-311G(d,p).
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Introduction

Zinc is an essential transition element, necessary for sustaining

all life. In fact, Zinc is one of the biologically most abundant

and important metal elements (the second most abundant after

Iron) and is present in a wide range of enzymes from a broad

array of species of all phyla.1–4 Zinc is also the only metal

known to have representatives in each of the six fundamental

classes of enzymes established by the International Union of

Biochemistry.2 Something like 10% of the total human proteome

(ca. 2800 human proteins) has been proposed to bind Zinc in
vivo,5 a number, which includes several well-known enzymes

such as the carbonic anhydrases I and II, the carboxypeptidases

A, B and T, alcohol dehydrogenase, and thermolysin.3,6 The

RNA polymerase II,7–11 the matrix metalloproteinases,12–14 pro-

tein farnesyltransferase,15–20 and the metallo-b-lactamases21,22

are among the most discussed examples in recent years.

Beyond this almost ubiquitous presence of Zinc in biology

are some of its unusual chemical properties that make this metal

very different from the other first-row transition elements, and

render it a very appealing target for biological systems. The

flexible coordination geometry, the fast ligand exchange, the

strong binding to suitable sites, the lack of redox activity (no

generation of free radicals), and its role as Lewis acid are just a

few examples, which add to a high bioavailability.3,4,23 How-

ever, the high-biological importance of Zinc and its chemically-

interesting properties contrast markedly with the relatively lim-

ited set of experimental techniques that can be applied to the

study of biological Zinc complexes. In fact, the Zn(II) ion, the

only state of this metal present under physiological conditions,

is diamagnetic and forms colorless complexes. In addition, no

naturally occurring Zn(II) complexes with (colored) tetrapyrrole

ligands exist. For these reasons most spectroscopic techniques

normally used in the study of biological metal complexes that
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explore the UV-Vis (absorption, CD, and MCD) and microwave

(EPR, ESEEM, ENDOR, etc.) spectral regions cannot be suc-

cessfully applied to treat biological Zinc systems, rendering this

metal one of the ‘‘spectroscopically quiet’’ metals in biology.24

Alternative methodologies play therefore a key role in obtaining

insight into the structure of biological Zinc complexes. Synchro-

tron spectroscopy, X-ray absorption spectroscopy (XAS) and, of

course, crystallography are among the few experimental method-

ologies that can be used with success. For many problems how-

ever, the application of theoretical and computational methods is

essential to fully understand a given biological Zinc system,

both at the structural and mechanistic level. It is therefore not

surprising, that the application of theoretical and computational

methods in the study of Zn biological systems has flourished so

early in the history of the field.25–28

Density functional theory (DFT) is a widely used quantum

mechanical methodology with a widespread application in chem-

istry and physics. With foundations that might be traced back to

the 1920s to the work of Thomas29 and Fermi,30 DFT methods

have emerged as a well-grounded formalism during the 1960s,

following the work of Kohn and coworkers31,32 in the 1960s.

But it was in the 1990s with the development of the B3LYP

density functional33–35 that the widespread application of DFT

has become a reality. DFT offers the advantage of being less

computationally demanding than other computational methods

that have a similar level of accuracy. In fact, DFT methods are

able to include electron correlation in the calculations at a frac-

tion of the time of post-Hartree-Fock methodologies. Today a

plethora of density functionals, with different levels of sophistifi-

cation, accuracy, computational cost and based on very different

parameterization philosophies are available, and the number of

alternatives continues to grow every year, leading the accuracy

of DFT in the determination of chemical properties to new lev-

els.36 However, in spite of the wide range of currently available

alternatives, most users still continue to rely on the same density

functional they did 10 years ago: B3LYP.36

The reasons for such a conservative attitude in an otherwise

so innovative field of research, as it is this of computational

chemistry, reside in great part in the following: B3LYP has

marked an age. It was never seen as the perfect density func-

tional, but was extensively used and tested in a wide range of

chemical systems and theoretical problems. Its strengths and

drawbacks are therefore well known. During more than a decade

B3LYP became almost the functional to use ‘‘no questions

asked.’’36 Given the current standing of the field, a reinterpreta-

tion of this paradigm is deeply needed. However, for someone

wishing to adopt a new density functional, a great number of

very pungent questions immediately arise. No universally

accepted choice exists or will probably exist in the near future.

The alternatives are extremely diverse and differ on a large vari-

ety of aspects (including computational cost). In addition, the

performance greatly depends on the problem at hand. During the

past few years several studies have tried to evaluate the perform-

ance of several density functionals in a variety of aspects,

including structure (bonds, angles),37–42 kinetics (barrier

heights),38,40,41,43–45 thermochemistry (atomization energies,

binding energies, ionization potentials, electron affinities, heats

of formations),37–44,46–48 and nonbonded interactions (hydrogen

bonding, charge transfer, dipole-interactions, weak interactions,

p-p interactions).38,41,44,49–52 However, most of these studies

focus exclusively on main group elements. Some efforts in tran-

sition metal chemistry have also been reported, but these studies

typically rely on small metal dimers,39,40,46,51 although some

more recent studies incorporating more realistic-sized complexes

have also been published.53–56

The use of small active-site models treated with DFT-based

methodologies is still paramount in the computational study of

biological metal systems.57–59 For such systems, this type of cal-

culations is at the cornerstone of much of the atomic-level

research that is performed, which includes the study of enzyme

active-sites and the determination and validation of enzymatic

reaction mechanisms,60–64 the resolution of mechanistic para-

doxes and dilemmas,19,65–67 the characterization of metal-

dependent structural and spectroscopic properties,68–70 and the

determination of molecular parameters for the application of

molecular mechanical methods.71–73 Zinc biological complexes

represent a particularly challenging subset of such systems, par-

ticularly in terms of geometry determination.74 The d10 configu-

ration of Zn21 results in a ligand field-stabilization energy of

zero for all possible geometries, leading to spatially not directed

(isotropic) polarization effects. On the basis of the electronic

structure of the Zinc metal atom, no geometry is intrinsically

more stable than another, with the geometry of the complex

being mainly determined by the nature and the spatial arrange-

ment of the ligands surrounding the metal atom. Zinc complexes

tend therefore to be characterized by particularly flat potential

energy surfaces, and by the existence of several low lying

energy states connected by low energy barriers, features that

make the computational determination of the corresponding geo-

metries particularly tricky and highly-dependent on the combi-

nation of method/basis set used. As computational methods are

many times the only available tools to gain insight into the

structure and mechanism of Zn biological systems, clearly

understanding their performance in the determination of geome-

tries is of great importance.

In this study, instead of restricting our analysis to the study of

a small number of ideal metal complexes with bonds, angles (in

terms of type and values), dimensions and chemical nature very

different from those that would be present in a chemical or bio-

logical system of interest, we have tried to focus our analysis on

more reasonable systems, with properties closer to those of a sys-

tem that could realistically be at the center of a given chemical

or biological research project. Following this strategy we aim,

with this benchmarking study, to bring closer the computational

study of Zn systems, to the recent developments in DFT, contrib-

uting to a demystification of old ingrained habits and to an

increased use of new and improved density functionals in the

study of specific chemical problems. So, instead of considering a

very small dataset of very simple and highly-symmetric metal

complexes with 2–10 atoms and with geometries determined by

high-precision spectroscopy methods or with very-high-level

computational methods as it is customary in these studies, we

chose to consider an enlarged dataset of Zinc complexes with

geometries taken from the Cambridge Structural Database,75 with

sizes ranging from 15 to 25 atoms, mainly tetrahedral and for

which N, O, and S coordination to Zn was predominant as these
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are the most common features that characterize the coordination

sphere of Zn biological systems, as recently reviewed.76–78

In this study, we evaluated the performance of a total of 18

different commonly available DFT functionals with five different

basis sets in the determination of geometrical properties for Zinc

complexes. The basis sets considered include two all-electron ba-

sis sets (a double-zeta and triple-zeta formulation) and three basis

sets involving popular types of effective-core potentials: Los Ala-

mos, Steven-Basch-Krauss, and Stuttgart-Dresden. Special care

was taken to ensure a well-balanced selection of commonly

available density functionals, i.e. alternatives that have already

been made available in the most widely used software pack-

ages.36 However, the reader should be aware that several other

very promising density functionals have been published mean-

while,79–86 and are likely to be made available in a near future.

Computational Methods

Calculations were carried out using the Gaussian 03 suite of pro-

grams.87 18 different commonly available DFT functionals were

tested. The choice of the density functionals used was based in a

recent review on the subject,36 which presented an overview of

the current status of the field and summarized a comprehensive

number of benchmarking studies performed over the past 5

years. For this study, particular care was taken to ensure a

diverse and representative choice of density functionals. Given

the size of the field, we chose to limit this selection to only

commonly available density functionals, i.e. alternatives already

made available to the general user in the most popular software

packages. The list of density functionals considered is presented

in Table 1.

A total of five different basis sets were assessed in this study.

These are listed in Table 2, together with the valence basis set

considered for each of the atom types that make up the Zinc

complexes considered. Although in DFT the addition of diffuse

functions to a double-f basis set has been shown to be poten-

tially more important than its increase to a triple-f basis set

when calculating reaction energies, barrier heights and confor-

mational energies,101 in this study the use of such functions for

geometry optimization was not attempted. In addition to the two

very popular all-electron basis sets - 6-31G(d) and 6-311G(d,p) -

this study was extended to include three basis sets that use

effective core potentials (ECPs). The use of ECPs is grounded

Table 1. Summary of the Density Functionals Considered in this Study.

Functionals Year Type v Exchange functional Correlation functional Ref.

B3LYP 1994 H-GGA 20 Becke88 Lee-Yang-Parr 33–35

B3P86 1993 H-GGA 20 Becke88 Perdew86 33, 34, 88

B3PW91 1993 H-GGA 20 Becke88 Perdew-Wang91 33, 34, 89

B97-2 2001 H-GGA 21 B97-2 B97-2 90

BB1K 2004 HM-GGA 42 Becke88 Becke95 33, 34, 91

BB95 1996 M-GGA 0 Becke88 Becke95 33, 34

BLYP 1988 GGA 0 Becke88 Lee-Yang-Parr 33, 35

BP86 1988 GGA 0 Becke88 Perdew86 33, 88

G96LYP 1996 GGA 0 Gill96 Lee-Yang-Parr 35, 92

HCTH 1998 GGA 0 Hamprecht-Cohen-Tozer-Handy Hamprecht-Cohen-Tozer-Handy 90

MPW1K 2000 H-GGA 42.8 modified Perdew-Wang91 Perdew-Wang91 88, 89, 93, 94

MPW3LYP 2004 H-GGA 21.8 modified Perdew-Wang91 Lee-Yang-Parr 35, 89, 93

MPWB1K 2004 HM-GGA 44 modified Perdew-Wang91 Becke95 34, 89, 93, 95

PBE 1996 GGA 0 Perdew-Burke-Ernzerhof Perdew-Burke-Ernzerhof 96

SVWN3 1981 LSDA 0 Slater VWN no. 3 97, 98

TPSS 2003 M-GGA 0 Tao-Perdew-Staroverov-Scuseria Tao-Perdew-Staroverov-Scuseria 99

TPSSh 2003 HM-GGA 10 Tao-Perdew-Staroverov-Scuseria Tao-Perdew-Staroverov-Scuseria 99

VSXC 1998 M-GGA 0 Van Voorhis-Scuseria Van Voorhis-Scuseria 100

HM, Hybrid meta; H, hybrid; v, percentage of HF exchange in the functional.

Table 2. Description of the 5 Basis Set Considered in this Study.

Basis set Basis set type

Valence electrons (if ECPs used) Valence basis set

Zn S, Cl C, N, O Zn S, Cl C, N, O H

6-31G(d) All Electron – – – 6/6631/31/1 6/631/1 6/31/1 31

6-311G(d,p) All Electron – – – 6/6631/31/1 631111/42111/1 6/6311/1 311/1

CEP-121G Small Core 20 6,7 4, 5, 6 4211/411 121 121 311

LanL2DZ Large Core 12 6, 7 – 21/11/41 21/21 721/41 31

SDD Small Core 20 – – 311111/22111/411 531111/4211 6111/41 31
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on the idea that the chemically inert core electrons, whose

description typically requires a large set of gaussians, can be

substituted by an approximate function, with large savings in

terms of computational cost and moderate penalty in terms of

accuracy. The approximate function used is called pseudopoten-

tial or effective core potential. In practice, the use of such func-

tions significantly reduces the number of electrons that are ex-

plicitly described in the calculation, thereby lowering the com-

putational expense associated. As many chemical properties such

as bond strengths, electron affinities, polarizabilities, ionization

potentials, as well as molecular geometries, are essentially deter-

mined by the valence electrons, the use of ECPs is generally a

very reasonable choice when properties related to the valence

electron system are to be investigated. Although the idea behind

the use of ECPs is not new, their use has become increasingly

popular during the past years, particularly in the description of

systems that include metal atoms.

In this study three different types of ECPs were considered.

The basis set CEP-121G uses the Steven-Basch-Krauss pseudo-

potentials102–104 (sometimes credited as SKBJ), LanL2DZ uses

the Los Alamos pseudopotentials (sometimes referred as Hay

and Wadt),105–107 whereas SDD uses the Stuttgart-Dresden pseu-

dopotentials108,109 (also known as Stoll-Preuss, or simply SP).

Details concerning these pseudopotentials, and the corresponding

schemes included in Gaussian 03 for the treatment of Zn and of

the directly coordinating atoms are described in Table 2, to-

gether with a comparison with the two all-electron basis sets

considered in this study.

The dataset used to evaluate the performance of the 90 com-

binations density functional/basis set tested comprised a total of

44 Zn-Ligand bond-lengths (including 15 Zn-O bonds, 17 Zn-N

bonds, 8 Zn-S bonds, and 4 Zn-Cl bonds) and 60 Ligand-Zn-

Ligand Angles obtained from 10 structurally diverse transition-

metal complexes. These are presented in Figure 1 with details

given in Table 3. In this work, instead of trying to focus our

analysis on small Zn molecules, which typically present charac-

teristics that are very different from those of a biological Zinc-

complex of interest, we aimed to evaluate the performance of

the several density functionals and basis sets on the determina-

tion of bond-lengths and angles in a more realistic setting, i.e. in

Figure 1. Structure and topology of the zinc complexes considered in this study.
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treating reasonable-sized systems, with dimensions and charac-

teristics closer to those of a biological Zinc-complex of interest.

However, for such large systems high-precision spectroscopy

data is unavailable, and the application of very-high level com-

putational methodologies, such as coupled cluster, configuration

interaction or high-order Moller-Plesset theory to optimize geo-

metries is still too computationally intensive for practical use.

Structures for the 10 Zinc-complexes considered in this study,

were therefore taken from the Cambridge Structural Database,75

which presently holds more than 400,000 crystallographic struc-

tures of small molecules, with almost 250,000 of these being of

transition metal compounds. Particular care was taken in select-

ing the 10 Zinc-complexes used as reference, with the choice

being made according to the following aspects: (1) Low r-factor

(below 0.050); (2) Reasonable dimension, i.e. structures with a

number of atoms consistent with those of a typically studied bio-

logical Zinc-complex (higher that 15 atoms), but small enough

to allow the efficient application of the several combinations

method/basis set evaluated (less than 30 atoms); (3) Prevalence

for Zn-O, Zn-N, and Zn-S coordination, as these are the most

common interactions in Zinc-biological complexes;76–78 (4) Pref-

erence for a coordination number of 4 and for a distorted tetra-

hedral geometry around the metal atom, as it is characteristic of

Zinc-biological complexes;76–78 (5) Diversity in terms of the

groups present at the metal coordination sphere. The structures

for these complexes are presented in Supporting Information.

Each of these structures was energy minimized using the 18

density functionals described in Table 1, together with each one

of the five basis sets presented in Table 2. Geometries were freely

optimized individually for each combination density functional/ba-

sis set, starting from the initial CSD structure. The metal-ligand

bond-lengths and angles in the resulting structures were then

measured and compared with the initial CSD values. The reader

should however be aware that comparing equilibrium structures in

the gas-phase with thermally averaged crystallographic structures

is by itself an approximation, and has a certain degree of error

associated. Although this type of comparison is a standard prac-

tice in computational chemistry, some systematic differences

between both types of geometries have been described in the liter-

ature.118 In particular, gas-phase geometries are typically more

symmetric, and have been found to have slightly increased metal-

ligand bonds-lengths, while the bond-angles do not generally

change significantly apart from the natural adjustment that arises

from the symmetrization of the structure.118 A minimum baseline

uncertainty in metal-ligand bond-lengths of ca. 0.01 Å and in va-

lence angles of ca. 18-28 has been attributed to the effect of the

crystal environment on metal structures.119–121

Results and Discussion

Table 4 presents the mean signed errors (MSEs) calculated for

each one of the 90 combinations of method/basis set tested, con-

sidering all the Zn-ligand bond-lengths in the set of 10 Zinc

complexes considered in this study. The MSE is taken as the

difference between the values calculated with the combination

of method/basis set and the values reported in the initial CSD

structures. The results show that the Zn-ligand bond-lengths are

typically overestimated (average MSE 0.033 Å for all the 90

combinations). Considering the five basis sets evaluated

MPW1K gives the lowest MSE, closely followed by MPWB1K,

SVWN3, and BB1K (average MSE values of 0.006, 0.009,

0.012, and 0.015 Å, respectively), whereas HCTH, BLYP, and

G96LYP exhibit the largest MSEs (0.059, 0.055, and 0.052 Å).

Four out of the five basis sets tested display average MSEs

lower than 0.031 Å, the exception being the LanL2DZ basis set

(MSE of 0.067 Å).

Table 5 presents the corresponding mean unsigned errors

(MUEs), taken as the module of the difference between the val-

ues calculated with the combination of method/basis set and the

values reported in the initial CSD structures. Globally, the

results indicate an average MUE of 0.084 Å in the determination

of Zn-ligand bond-lengths for the 18 density functionals and 5

basis sets considered. The average MUE obtained for this test

set of 10 Zn complexes is almost one order of magnitude higher

than the average MUEs calculated in a recent study that consid-

ered 10 small Zn model compounds with reference structures

determined at the CCSD(T) level, and which employed higher

quality basis sets.56

In the present study, the results show a large improvement in

terms of MUE in the determination of Zn-ligand bond-lengths

when moving from the LSDA density functionals (SVWN3) to

the GGA and M-GGA alternatives, a feature not easily noticed

by looking simply to the MSE values on Table 4. The perform-

Table 3. Summary of the Zinc Complexes Considered in this Study.

Structure CSD code Coordination sphere No. atoms R-factor Reference

Complex 1 PVVAUM01 N��N��O��O 23 0.028 110

Complex 2 XUSTAG N��N��S��S 21 0.033 75

Complex 3 ZNACET01 N��N��Cl��Cl 15 0.027 111

Complex 4 GOVLAE N��N��N��N 19 0.050 112

Complex 5 FIDWOF N��N��O��O��O��O 23 0.031 113

Complex 6 GAYZIP O��O��O��S��S 20 0.023 114

Complex 7 BEVHAM N��N��Cl��Cl 24 0.040 115

Complex 8 ECUQAV N��N��N��O��O 24 0.028 116

Complex 9 OKEZOT O��O��S��S 25 0.040 75

Complex 10 UCUZIB O��O��S��S 25 0.031 117
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ance of the H-GGAs and of the HM-GGAs was in general at the

same level to that of the M-GGAs. Among the GGAs, G96LYP

gave the lowest MUE (0.083 Å), whereas in the M-GGA family

the TPSS density functional gave the best results (average MUE

of 0.072 Å), and was ranked third in the test among the 18 den-

sity functionals evaluated in the determination of Zn-ligand

bond-lengths. MPW1K and B97-2 gave the best results among

the H-GGAs with average MUEs of 0.073 and 0.076 Å, whereas

BB1K and MPWB1K (average MUEs of 0.071 Å) were first

among the HM-GGAs, and gave the lowest average MUEs val-

ues from the 18 density functionals considered in the study.

In terms of basis sets, the results show that the use of the tri-

ple-zeta basis set 6-311G(d,p) offers a very small advantage in

terms of accuracy in comparison with the use of the double-zeta

basis set 6-31G(d), with average MUEs of 0.079 and 0.076 Å,

respectively. Table 5 also reveals that the magnitude of the dif-

ference in accuracy between these two basis sets depends on the

density functional considered, with the more sophisticated H-

GGAs and HM-GGAs showing larger differences in the MUE

values calculated with these two basis sets. In the particular case

of B3LYP and MPW3LYP, this improvement in accuracy in the

determination of Zn-ligand bond-lengths, in terms of MUE, is

Table 4. Calculated Mean Signed Error (MSE) in the Zn-Ligand Bond-Lengths (Å).

Type Functional 6-31G(d) 6-311G(d,p) CEP-121G LanL2DZ SDD Av

LSDA SVWN3 20.031 20.017 0.053 0.052 0.000 0.012

GGA BLYP 0.042 0.056 0.027 0.091 0.057 0.055

BP86 0.031 0.016 0.103 0.068 0.031 0.050

G96LYP 0.024 0.041 0.059 0.087 0.050 0.052

HCTH 0.033 0.049 0.063 0.092 0.058 0.059

PBE 0.028 0.059 0.042 0.068 0.029 0.045

M-GGA BB95 0.039 0.042 0.038 0.092 0.033 0.049

TPSS 20.002 0.018 0.004 0.061 0.027 0.022

VSXC 0.034 0.046 0.042 0.087 0.032 0.048

H-GGA B3LYP 0.044 0.026 0.020 0.066 0.021 0.035

B3P86 0.020 0.019 0.000 0.047 0.036 0.025

B3PW91 0.000 0.028 0.047 0.054 0.012 0.028

B97-2 0.015 0.024 0.024 0.061 0.021 0.029

MPW1K 0.007 20.003 20.004 0.034 20.005 0.006

MPW3LYP 0.039 0.024 0.018 0.064 0.022 0.033

HM-GGA BB1K 20.005 0.005 0.012 0.064 20.002 0.015

MPWB1K 20.011 20.002 0.006 0.058 20.005 0.009

TPSSh 0.024 0.015 0.011 0.055 0.014 0.024

Average 0.018 0.025 0.031 0.067 0.024 0.033

Table 5. Calculated Mean Unsigned Error (MUE) in the Zn-Ligand Bond-Lengths (Å).

Type Functional 6-31G(d) 6-311G(d,p) CEP-121G LanL2DZ SDD Av

LSDA SVWN3 0.101 0.095 0.168 0.105 0.114 0.117

GGA BLYP 0.084 0.088 0.077 0.120 0.082 0.090

BP86 0.088 0.069 0.165 0.107 0.061 0.098

G96LYP 0.068 0.081 0.077 0.116 0.074 0.083

HCTH 0.077 0.084 0.084 0.120 0.083 0.090

PBE 0.089 0.096 0.074 0.103 0.059 0.084

M-GGA BB95 0.092 0.084 0.064 0.110 0.063 0.083

TPSS 0.055 0.064 0.079 0.100 0.060 0.072

VSXC 0.073 0.083 0.079 0.108 0.072 0.083

H-GGA B3LYP 0.098 0.071 0.077 0.103 0.078 0.085

B3P86 0.088 0.078 0.066 0.091 0.093 0.083

B3PW91 0.059 0.080 0.118 0.094 0.068 0.084

B97-2 0.066 0.070 0.072 0.099 0.073 0.076

MPW1K 0.075 0.063 0.072 0.088 0.065 0.073

MPW3LYP 0.099 0.070 0.076 0.101 0.074 0.084

HM-GGA BB1K 0.059 0.063 0.056 0.112 0.063 0.071

MPWB1K 0.061 0.065 0.055 0.115 0.061 0.071

TPSSh 0.089 0.070 0.078 0.099 0.066 0.080

Average 0.079 0.076 0.093 0.105 0.073 0.084
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particularly high and amounts to 0.027 and 0.029 Å, respec-

tively. Globally however, taking into consideration that the com-

putational cost of 6-311G(d,p) is much higher than the one asso-

ciated with a 6-31G(d) description, the results demonstrate that

the gain in terms of accuracy in the determination of Zn-ligand

bond-lengths is in general not significant enough to justify the

use of a 6-311G(d,p) over that of a 6-31G(d) basis set. Table 6

gives an indication of the relative timings (in terms of computa-

tional cost) associated to the different basis sets considered in

this study for five different and representative density functionals

(one from each family). A detailed comparison of the computa-

tional time required in geometry optimization processes for dif-

ferent density functionals and basis sets is a difficult task, which

depends on several different aspects. Examples include the num-

ber of basis functions associated, the time required by SCF

cycle, the number of SCF cycles required for SCF convergence,

and the number of geometries required for that a final optimized

geometry can be obtained. The relative timings (reference

B3LYP/6-31G(d)) presented in Table 6 and determined for com-

plex 10 are merely illustrative of the global trends normally

encountered, and should be seen as a first and rough guideline.

The reader is advised however that any of the above mentioned

aspects, which depend from molecule to molecule, may lead to

significant alterations on these relative values.

The performance of the basis sets that include ECPs were the

subject of particular interest in this study, as their use in the

treatment of systems that include metal atoms is much less com-

putationally demanding than the one associated to the use of the

all-electron basis sets, such as the ones described earlier (Table

6). The results presented in Table 5 show that these three basis

sets performed rather well in the determination of Zn-ligand

bond-lengths with an average MUE of less than 0.1 Å for the

majority of the density functionals tested. The SDD basis set,

which incorporates the Stuttgart-Dresden ECPs gave the best

results, with an average MUE of 0.073 Å, a value even better

than the one obtained with the all-electron basis set 6-

311G(d,p), and only at a fraction of the computational cost asso-

ciated (Table 6). CEP-121G Steven-(Basch-Krauss pseudopoten-

tials) displayed also a rather good accuracy in the calculation of

Zn-ligand bond-lengths, with an average MUE of only 0.093 Å.

The low computational cost associated to the ECP basis set and

the relatively good performance demonstrated render this basis

sets a competitive alternative to the all-electron formulations

tested. LanL2DZ (Los Alamos pseudopotential), with a MUE

0.105 Å, exhibited a relatively poor performance in comparison

with the other two basis sets that include ECPs.

Recently, a new and more flexible basis set that employs the

Los Alamos pseudopotential has been made available in the

EMSL Basis Set Exchange.122 To check if the apparent deficien-

cies of the LanL2DZ basis set were associated to the small va-

lence basis set that come with this ECP, the performance of the

much more flexible LanL2TZ basis set was investigated for one

of the complexes studied (complex 10). This new basis set,

denoted LanL2TZ, involves the use of a new contraction scheme

for Zn [5s,5p,3d], whereas the main group atoms with an ECP

(like sulphur) are described by a fully uncontracted formulation.

Five different density functionals were considered in this evalua-

tion. Results are presented in Table 7, illustrating also the per-

Table 6. Relative CPU Timings for the 5 Basis Sets Considered in this Study and for 5

Representative Density Functionals as Calculated for Complex 10, Giving an Indication of the

General Magnitude of the Differences, In Terms of Computational Cost, Between the Several

Alternatives (CPU Timing for B3LYP/6-31G(d) Taken as Reference).

Type Functional 6-31G(d) 6-311G(d,p) CEP-121G LanL2DZ SDD Average

LSDA SVWN3 0.5 1.1 0.3 0.3 0.3 0.6

GGA G96LYP 0.9 1.1 0.6 0.4 0.5 0.9

M-GGA TPSS 1.2 2.5 1.6 0.6 1.1 1.7

H-GGA B3LYP 1.0 1.7 0.4 0.4 0.5 1.0

HM-GGA BB1K 1.5 1.6 0.9 0.6 1.0 1.4

Average 1.0 1.6 0.7 0.5 0.7

Table 7. Comparison of the Performance of the New LanL2TZ Basis Set

With the Other Basis Sets that Include ECPs for Complex 10

Considering 5 Representative Density Functionals.

Density

functional Basis set

Bond-lengths (Å) Angles (8)

MSE MEU MSE MEU

SVWN3 CEP-121G 0.001 0.036 0.0 2.7

LanL2DZ 0.062 0.087 0.3 4.3

LanL2TZ 0.065 0.085 0.3 4.0

SDD 20.006 0.044 0.1 2.1

G96LYP CEP-121G 0.073 0.073 0.1 2.4

LanL2DZ 0.128 0.128 0.4 4.8

LanL2TZ 0.132 0.132 0.3 4.6

SDD 0.072 0.072 0.1 2.6

TPSS CEP-121G 0.054 0.054 0.1 2.8

LanL2DZ 0.108 0.108 0.3 5.0

LanL2TZ 0.112 0.112 0.3 4.7

SDD 0.053 0.055 0.1 2.7

B3LYP CEP-121G 0.057 0.057 0.2 2.6

LanL2DZ 0.106 0.106 0.4 5.0

LanL2TZ 0.109 0.109 0.4 4.9

SDD 0.054 0.061 0.2 3.1

BB1K CEP-121G 0.028 0.051 0.2 3.0

LanL2DZ 0.071 0.090 0.4 5.6

LanL2TZ 0.075 0.090 0.4 5.5

SDD 0.025 0.057 0.2 3.9
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formance, for this individual complex, of the other basis sets

that use ECPs considered in this study. Globally, the results

show that the performance of this new LanL2TZ basis set in the

determination of Zn bond-lengths and angles is at the same level

of the LanL2DZ basis set, and is significantly poorer than the

SDD and CEP-121G alternatives. This observation suggests that

the relatively poor performance of the LanL2DZ basis set is not

a result of the basis set used with the atoms for which the Los

Alamos pseudopotential is applied. This result could be due to a

deficiency in the Los Alamos ECP for Zinc, or most likely, the

basis set considered for the elements in the first and second pe-

riod (in complex 10, hydrogen, carbon, nitrogen, and oxygen).

For these elements with both the LanL2DZ and LanL2TZ basis

sets, an all-electron double zeta D95V basis set is employed.

Looking at the full set of 90 combinations of method/basis

set tested, the best results for the determination of Zn-ligand

bond-lengths were obtained with TPSS/6-31G(d) and MPWB1K/

CEP-121G (average MUE of 0.055 Å), BB1K/CEP-121G (aver-

age MUE of 0.056 Å), and BB1K/6-31G(d), PBE/SDD, and

B3PW91/6-31G(d) (average MUE of 0.059 Å). Particularly poor

combinations were those of SVWN3 and BP86 with the CEP-

121G basis set (average MUEs of 0.168 and 0.165 Å) and of

BLYP with LanL2DZ (average MUE of 0.120 Å).

To further complement this analysis on the performance of

18 commonly available density functionals and 5 basis sets for

the determination of Zn-ligand bond-lengths, MUE values were

calculated for different Zn-ligand bond types. Results are pre-

sented in Table 8. Globally, the results show that the average

MUE is generically the same for Zn-O and Zn-N bonds, with

values of 0.087 and 0.083 Å, respectively. For Zn-S bonds this

value is significantly higher (0.102 Å), whereas for Zn-Cl an av-

erage MUE of only 0.041 Å was obtained, although only 4 Zn-

Cl bonds were present in the dataset considered. In general,

small differences in the performance of the several density func-

tionals were encountered for different bond-types. For Zn-O

coordination, the density functionals TPSS, G96LYP, and BLYP

provided the best results (average MUE values between 0.063

and 0.069 Å), with SVWN3 and BP86 giving the highest aver-

age MUEs (0.190 and 0.105 Å, respectively). In Zn-N bonds,

the best results were obtained with the MPWB1K, BB1K, and

MPW1K density functionals (average MUE 0.059, 0.061, and

0.064 Å, respectively). B3PW91 gave the worst results for this

type of interaction with an average MUE of 0.132 Å. In the

treatment of Zn-S interactions the lowest average MUE error

was obtained surprisingly with the SVWN3 density functional

(average MUE 0.058 Å), with MPWB1K, BB1K and MPW1K

once again on the top positions (average MUE of 0.075, 0.082,

and 0.082 Å, respectively). BLYP, G96LYP and HCTH gave

the worst results for Zn-S bonds with average MUE higher than

0.121 Å. Finally, for the description of Zn-Cl bonds the best

results were obtained with the density functionals MPW1K,

BB1K, and MPWB1K with average MUEs of 0.028, 0.029, and

0.029 Å, respectively, whereas the five GGA density functionals

tested, with average MUEs higher than 0.052 Å, were the worst

in the test.

Table 9 presents the average MUE calculated for each bond

type arranged by basis set used. The results show that for Zn-O

bond-lengths the average MUE decreases from 0.123 Å with 6-

31G(d) to 0.079 Å with 6-311G(d,p), with the use of basis sets

containing ECPs resulting in even lower average MUE values.

For Zn-N interactions, however, the best performance was

obtained with the 6-31G(d) basis set (average MUE of 0.061 Å).

Table 8. Calculated Mean Unsigned Error (MUE) in the Zn-Ligand Bond-Lengths (Å) by

Type of Coordination.

Type Functional

Zn��O

(15 bonds)

Zn��N

(17 bonds)

Zn��S

(8 bonds)

Zn��Cl

(4 bonds)

Zn��All

(15 bonds)

LSDA SVWN3 0.190 0.088 0.058 0.042 0.117

GGA BLYP 0.069 0.096 0.135 0.060 0.090

BP86 0.105 0.086 0.106 0.052 0.098

G96LYP 0.067 0.085 0.128 0.057 0.083

HCTH 0.075 0.103 0.121 0.050 0.090

PBE 0.077 0.095 0.101 0.048 0.084

M-GGA BB95 0.080 0.085 0.103 0.045 0.083

TPSS 0.063 0.077 0.108 0.043 0.072

VSXC 0.075 0.104 0.099 0.037 0.083

H-GGA B3LYP 0.089 0.068 0.118 0.042 0.085

B3P86 0.093 0.076 0.096 0.033 0.083

B3PW91 0.072 0.132 0.096 0.034 0.084

B97-2 0.077 0.076 0.101 0.035 0.076

MPW1K 0.084 0.064 0.082 0.028 0.073

MPW3LYP 0.089 0.068 0.116 0.039 0.084

HM-GGA BB1K 0.084 0.061 0.082 0.029 0.071

MPWB1K 0.086 0.059 0.075 0.029 0.071

TPSSh 0.084 0.079 0.105 0.035 0.080

Average 0.087 0.083 0.102 0.041 0.084
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For Zn-S and Zn-Cl bonds, the two all-electron basis sets give

considerable better results than the basis sets that use ECPs.

Globally, SDD gives the best results for all bond-types, among

the three basis sets that use ECPs. LanL2DZ presents the same

level of accuracy than CEP-121G in the determination of Zn-O

bond-lengths, gives slightly better results for Zn-N interaction,

but is significantly worse for Zn-S and Zn-Cl bonds, for which

CEP-121G presents average MUE values almost 50% lower.

Table 10 presents the MUE values calculated for each of the

90 combinations of method/basis set, considering all the angles

in which Zinc was the central atom. A total of 60 angles present

in the 10 Zinc complexes considered were evaluated. The aver-

age MUE in the set of 90 combinations tested was of 9.68.
G96LYP gave the lowest MUE error (7.48) in the determina-

tion of angles among the GGAs and was ranked first in the set

of 18 density functionals evaluated. BB95, with an average

MUE of 8.58, gave the best results among the M-GGAs, whereas

B97-2 and MPW1K with average MUE of 9.78 and 9.98 came

first among the H-GGAs. BB1K with an average MUE value of

8.38 gave the best results among the HM-GGAs. The LSDA

density functional SVWN3 gave the worst results in the test for

the determination of Ligand-Zn-Ligand angles (average MUE of

12.48). In terms of the basis sets considered, the differences

obtained between the several alternatives tested were in general

relatively small. Among the all electron basis sets, 6-31G(d)

gave an average MUE of 8.78, whereas 6-311G(d,p) resulted in

an average MUE of 10.18. The basis sets that included ECPs

showed a good performance in the determination of angles with

Zn as the central atom, with CEP-121G and SDD (average

MUEs of 9.38 and 9.58, respectively) performing slightly better

than LanL2DZ (average MUE of 10.68). Globally, the combina-

tions BB95/CEP-121G and HCTH/CEP-121G were the most

successful in the determination of Ligand-Zn-Ligand atoms (av-

erage MUEs of 3.18 and 4.58), whereas the worst results were

obtained with SVWN3/CEP-121G, TPSS/CEP-121G and

SVWN3/SDD (average MUEs higher than 13.38).

Table 9. Calculated Mean Unsigned Error (MUE) in the Zn-Ligand Bond-Lengths (Å) by Type of

Coordination for the Several Basis Sets Considered in this Study.

Basis sets

Bonds (Å) Angles (8)

Zn��O

(15 bonds)

Zn��N

(17 bonds)

Zn��S

(8 bonds)

Zn��Cl

(4 bonds)

Zn��All

(44 bonds)

Average

(60 angles)

6-31G(d) 0.123 0.061 0.057 0.015 0.066 8.7

6-311G(d,p) 0.079 0.085 0.077 0.021 0.064 10.1

CEP-121G 0.076 0.102 0.107 0.040 0.090 9.3

LanL2DZ 0.083 0.095 0.181 0.088 0.112 10.6

SDD 0.072 0.075 0.087 0.039 0.068 9.5

Average 0.087 0.083 0.102 0.041 0.084 9.6

Table 10. Calculated Mean Unsigned Error (MUE) in the Ligand-Zn-Ligand Angles (8).

Type Functional 6-31G(d) 6-311G(d,p) CEP-121G LanL2DZ SDD Av

LSDA SVWN3 9.6 11.9 15.2 12.2 13.3 12.4

GGA BLYP 6.8 10.1 12.5 10.9 7.3 9.5

BP86 9.2 8.8 12.2 11.0 9.3 10.1

G96LYP 6.8 8.1 4.7 10.7 6.8 7.4

HCTH 6.8 9.8 4.5 10.6 6.8 7.7

PBE 9.3 10.3 5.3 10.1 9.3 8.9

M-GGA BB95 10.2 10.7 3.1 8.0 10.7 8.5

TPSS 7.0 11.3 15.1 9.8 9.6 10.6

VSXC 10.3 11.5 4.8 12.9 13.6 10.6

H-GGA B3LYP 9.7 11.6 10.6 10.9 10.5 10.7

B3P86 11.9 8.9 11.0 11.1 10.3 10.6

B3PW91 6.9 10.2 13.7 10.8 9.9 10.3

B97-2 8.3 10.0 9.6 10.7 9.9 9.7

MPW1K 8.5 9.2 10.8 11.0 9.9 9.9

MPW3LYP 9.1 10.0 10.6 11.0 10.2 10.2

HM-GGA BB1K 8.4 10.9 5.7 10.8 5.8 8.3

MPWB1K 7.4 10.6 7.3 11.8 7.0 8.7

TPSSh 9.5 10.3 11.3 11.1 10.3 10.5

Average 8.7 10.1 9.3 10.6 9.5 9.6
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Conclusions

In this article, we have compared the performance of 18 density

functionals and 5 basis sets in the determination of 44 bond-

lengths and 60 angles involving Zinc in 10 reasonably-sized rep-

resentative transition metal complexes taken from the Cambridge

Structural Database.

The results (summarized in Table 11) show that most com-

binations density functional/basis set evaluated in this study

allow a very reasonable determination of the bond-lengths and

angles involving Zn, with a MUE below 0.1 Å for bond-lengths

and 108 for angles. The average MUE values in the full test set

were of 0.084 Å and 9.68, for bond-lengths and angles, respec-

tively. The best performance in the test was obtained with the

density functionals MPWB1K and BB1K. These density func-

tionals gave the best average results in the determination of

Zn-ligand bond-lengths, and were on the top three best alterna-

tives in bond-length determination for four of the five basis

sets tested. The exception was LanL2DZ. In addition, BB1K

was also among the three best density functionals in the deter-

mination of angles involving Zn. This density functional has

also been recently shown in several studies to significantly out-

perform a large number of commonly available density func-

tionals for the determination of reaction barrier heights.36 Our

results suggest BB1K and MPWB1K to be very good alterna-

tives for the treatment of Zinc biological complexes. In addi-

tion to these two density functionals, a good agreement in the

determination of Zn-ligand bond-lengths and angles was also

obtained with the H-GGA density functionals MPW1K and

B97-2, and with the M-GGA TPSS. This last density functional

gave particularly good results in the determination of Zn-O

bond-lengths. Authors wishing to study Zn systems with a par-

ticularly high prevalence of such bonds should consider the use

of this density functional in their calculations.

Globally, the results indicate a significant improvement in ac-

curacy when moving to the more sophisticated density function-

als, showing that the technical progress in the field has signifi-

cant practical results, even in geometry optimization. This differ-

ence is particularly relevant when going from the LSDAs to the

GGAs and from these to the M-GGAs. In fact, the performance

of LSDA and GGA density functionals was significantly worse

than that of the remaining density functionals. The only excep-

tion was that of the G96LYP density functional, the best among

the GGAs tested. The performance of the M-GGAs, H-GGAs,

and HM-GGAs evaluated was generically at the same level,

varying more among individual density functionals than among

the global families of density functionals. The popular B3LYP

density functional exhibited a particularly poor performance,

giving the highest average MUE for both bond-length and angle

determination in the set of density functionals from these three

families, although its low computational cost and the relatively

small difference in terms of MUE between the several function-

als tested, still render this functional a competitive alternative

for geometry determination in biological Zinc complexes.

In terms of the basis sets tested, the results show that the use

of the more computationally demanding basis sets 6-311G(d,p)

does not significantly improve the accuracy on the calculated

metal-ligand bond-lengths and angles over the values obtained

with the more computationally accessible basis set 6-31G(d).

The results also showed that the use of ECPs allows a significant

gain in terms of CPU time without a noticeable loss of accuracy

in comparison with the two all-electron basis sets tested. The

SDD basis set, which uses the Stuttgart-Dresden ECPs, gave par-

ticularly good results and was shown to be an excellent alterna-

tive to an all-electron description of the more traditional basis

sets in the determination of geometrical parameters for Zinc

complexes. From our results, the Los Alamos pseudopotencial in

its large-core formulation cannot be recommended for the treat-

ment of Zinc complexes. The new and more flexible basis set

that employs the Los Alamos ECP - denoted LanL2TZ - also

did not succeed in improving the LanL2DZ results for the com-

binations tested in this study, but the performance of this very

promising basis set in other settings should be attempted in the

future.

The results presented here show that there are currently sev-

eral better alternatives to the B3LYP density functional for the

determination of metal-ligand bond-lengths and angles in Zinc

complexes. BB1K, MPWB1K, MPW1K, B97-2, and TPSS are

among the best alternatives to this popular density functional,

and are already available in the most popular computational

chemistry software packages. A recent benchmarking study eval-

uated the performance of 38 density functionals in the optimiza-

tion of geometries for 10 small Zn-model compounds.56 In this

study, B3LYP was ranked 4th in the test, surpassed by only

X3LYP, PW5B95, and M05-2X, density functionals presently

not available in most computational chemistry software pack-

ages. Other new alternatives are in development and are likely

to be made available to the scientific community over the next

years.79–86 Additional features such as the inclusion of relativis-

tic effects56 have also been proved relevant for Zn-ligand inter-

Table 11. Summary of the Main Conclusions Drawn in this Study.

Density functionals

LSDAs and GGAs Significantly worse performance than the other

families of density functionals.

Best Performance with G96LYP, with SVWN3

giving the worst results

M-GGAs Best performance with TPSS, particularly for

Zn-O bonds

H-GGAs Best performance with MPW1K and B97-2

B3LYP with only modest performance, but fast

HM-GGAs Best performance with BB1K and MPWB1K

(best in the test)

Basis sets

All electron Performance of 6-31G(d) and of 6-311G(d,p)

was basically at the same level in the

determination of bond-lengths and angles

The much higher computational cost of the

6-311G(d,p) basis set does not justify its use

in geometry optimization of Zn complexes

ECPs SDD and CEP-121G are safe alternatives to

the all-electron basis sets for geometry

optimization

Use of the Los Alamos large-core formulation

is not recommended
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actions. The reader is advised to take all these aspects into care-

ful consideration before embarking in a new DFT study involv-

ing Zinc complexes. More studies, involving different properties

and other types of systems, are required to fully demystify the

standing of B3LYP, as the first choice for any DFT calculation

regardless of the problem at hand, and prepare the field of com-

putational chemistry to take full advantage of the new develop-

ments in DFT that have taken place over the last years.
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